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1. Introduction

The sparse operators are very simple positive operators recently appeared in the

study of weighted estimates of Calder�on-Zygmund and other related operators. It was

proved that some well-known operators (Calder�on-Zygmund operators, martingale

transforms, maximal function, Carleson operators, etc.) can be dominated by sparse

operators, and this kind of dominations imply a series of deep results for the mentioned

operators (see [1, 2, 4 � 7]). In particular, Lerner's [6] norm domination of the

Calder�on-Zygmund operators by sparse operators gave a simple alternative proof

to the A2-conjecture solved by Hyt�onen [3]. Lacey [5] established a pointwise sparse

domination for the Calder�on-Zygmund operators with an optimal condition (Dini

condition) on the modulus of continuity, getting a logarithmic gain to the result

previously proved by Conde-Alonso and Rey [1]. The paper [5] also proves a pointwise

sparse domination for the martingale transforms, providing a short approach to the

A2-theorem proved by Treil-Thiele-Volberg [8]. For the Carleson operators norms

sparse domination was proved by Di Plinio and Lerner [2], while the pointwise

domination follows from a general result proved later in [4].

In this paper we consider sparse operators based on ball-bases in abstract measure

spaces. The concept of ball-basis was introduced by the �rst author in [4]. Based on

ball-basis the paper [4] de�nes a wide class of operators (including, in particular, the

1Research was supported by a grant from Science Committee of Armenia 18T-1A081.
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above mentioned operators) that can be pointwisely dominated by sparse operators.

Some estimates of sparse operators in abstract spaces were obtained in [4]. In this

paper we de�ne a stronger version of sparse operators, and prove weak and strong

type estimates for such operators.

We �rst recall the de�nition of the ball-basis from [4].

De�nition 1.1. Let (X,M, µ) be a measure space. A family of sets B ⊂ M is said

to be a ball-basis if it satis�es the following conditions.

B1) 0 < µ(B) < ∞ for any ball B ∈ B.

B2) For any two points x, y ∈ X there exists a ball B ∋ x, y.

B3) If E ∈ M, then for any ε > 0 there exists a �nite or in�nite sequence of balls

Bk, k = 1, 2, . . ., such that

µ

(
E △

∪
k

Bk

)
< ε.

B4) For any B ∈ B there is a ball B∗ ∈ B (called a hull of B) satisfying the

conditions: ∪
A∈B:µ(A)≤2µ(B), A∩B ̸=∅

A ⊂ B∗, µ(B∗) ≤ Kµ(B),

where K is a positive constant.

A ball-basis B is said to be doubling if there is a constant η > 1 such that for any

A ∈ B, A∗ ̸= X, one can �nd a ball B ∈ B to satisfy

(1.1) A ( B, µ(B) ≤ η · µ(A).

In [4], it was shown that the condition (1.1) in the de�nition can equivalently be

replaced by a stronger condition η1 ≤ µ(B)/µ(A) ≤ η2, where η2 > η1 > 1. It is

well-known the non-standard features of non-doubling bases in many problems of

analysis.

One can easily check that the family of Euclidean balls in Rn forms a ball-basis

and it is doubling. An example of non-doubling ball-basis can serve us the martingale-

basis de�ned as follows. Let (X,M, µ) be a measure space, and let {Bn : n ∈ Z} be a
collection of measurable sets such that 1) each Bn is a �nite or countable partition of

X, 2) for each n and A ∈ Bn the set A is a union of sets A′ ∈ Bn+1, 3) the collection

B = ∪n∈ZBn generates the σ-algebra M, 4) for any points x, y ∈ X there is a set

A ∈ B such that x, y ∈ A. One can easily check that B satis�es all the ball-basis

conditions B1)-B4). On the other hand, it is not always doubling. Obviously, it is
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doubling if and only if µ(pr(B)) ≤ cµ(B), B ∈ B, where pr(B) (parent of B) denotes

the minimal ball satisfying B ( pr(B).

Let B be a ball-basis in a measure space (X,M, µ). For f ∈ Lr(X), 1 ≤ r < ∞,

and a ball B ∈ B we set

⟨f⟩B,r =

(
1

µ(B)

∫
B

|f |r
)1/r

, ⟨f⟩∗B,r = sup
A∈B:A⊃B

⟨f⟩A,r.

A collection of balls S ⊂ B is said to be sparse or γ-sparse if for any B ∈ S there

is a set EB ⊂ B such that µ(EB) ≥ γµ(B) and the sets {EB : B ∈ S} are pairwise

disjoint, where 0 < γ < 1 is a constant. We associate with S the operators:

AS,rf(x) =
∑
A∈S

⟨f⟩A,r · IA(x), A∗
S,rf(x) =

∑
A∈S

⟨f⟩∗A,r · IA(x),

called sparse and strong type sparse operators, respectively. The weak-L1 estimate of

AS,1 in Rn (case r = 1) as well as its boundedness on Lp (1 < p < ∞) were proved

by Lerner [6]. The Lp-boundedness of AS,r for general ball-bases was shown by the

�rst author in [4].

We will say that a constant is admissible if it depends only on p and on the

constants K and γ from the above de�nitions, and the notation a . b will stand for

the inequality a ≤ c · b, where c > 0 is an admissible constant. The main result of this

paper is the weak-Lr estimate of A∗
S,r generated by general ball-bases. More precisely,

we have the following result.

Theorem 1.1. A sparse operator of strong type A∗
S,r, 1 ≤ r < ∞, corresponding to

a general ball-basis, is a bounded operator on Lp for r < p < ∞, and satis�es the

weak-Lr estimate, that is,∥∥A∗
S,r(f)

∥∥
p
. ∥f∥p, r < p < ∞,(1.2)

µ
{
A∗

S,r(f) > λ
}
. ∥f∥rr

λr
, λ > 0.(1.3)

The proof of Lp-boundedness of A∗
S,r is simple and uses the duality argument as

in [6]. Lerner's [6] proof of weak-L1 estimate in Rn applies the standard Calder�on-

Zygmund decomposition argument. The Calder�on-Zygmund decomposition may fail

if the ball-basis is not doubling, so for the weak-Lr estimate in the case of general

ball-basis we apply the function �attening technique displayed in Lemma 2.7. That is,

we reconstruct the function f ∈ Lr around the big values to get a λ-bounded function

g ∈ L2r, having ball averages of f dominated by those of g. As a result we will have

∥A∗
S,rf∥r,∞ . ∥A∗

S,rg∥2r,∞, reducing the weak-Lr estimate of A∗
S,r to weak-L2r.
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2. Auxiliary lemmas

Recall some de�nitions and propositions from [4]. We say that a set E ⊂ X is

bounded if E ⊂ B for a ball B ∈ B.

Lemma 2.1 ([4]). Let (X,M, µ) be a measure space with a ball-basis B. If E ⊂ X

is bounded and G is a family of balls with E ⊂
∪

G∈G G, then there exists a �nite or

in�nite sequence of pairwise disjoint balls Gk ∈ G such that E ⊂
∪

k G
∗
k.

De�nition 2.1. For a set E ∈ M a point x ∈ E is said to be a density point if for

any ε > 0 there exists a ball B ∋ x such that µ(B ∩ E) > (1 − ε)µ(B). We say that

a measure space (X,M, µ) satis�es the density property if almost all points of any

measurable set are density points.

Lemma 2.2 ([4]). Any ball-basis satis�es the density property.

The Lr maximal function associated to the ball-basis B we denote by

Mrf(x) = sup
B∈B: x∈B

⟨f⟩B,r

Lemma 2.3 ([4]). If 1 ≤ r < p ≤ ∞, then the maximal function Mr satis�es the

strong Lp and weak-Lr inequalities.

De�nition 2.2. We say that B ∈ B is a λ-ball for a function f ∈ Lr(X) if

⟨f⟩B,r > λ.

If, in addition, there is no λ-ball A ⊃ B satisfying µ(A) ≥ 2µ(B), then B is said to

be a maximal λ-ball for f .

Lemma 2.4. Let the function f ∈ Lr(X) have bounded support, and let λ > 0. There

exist pairwise disjoint maximal λ-balls {Bk} such that

(2.1) Gλ = {x ∈ X : Mrf(x) > λ} ⊂
∪
k

B∗
k .

Proof. Since f has bounded support, one can easily check that the set Gλ is also

bounded. Besides, any λ-ball is in some maximal λ-ball. Thus we conclude that Gλ =∪
α Bα, where each Bα is a maximal λ-ball. Applying the above covering lemma, we

�nd a sequence of pairwise disjoint balls Bk such that

Gλ ⊂
∪
k

B∗
k

and so we have (2.1). �
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Let B ⊂ (a, b) be a Lebesgue measurable set. For a given positive real κ ≤ |B|
denote

a(κ,B) = inf{a′ : |(a, a′) ∩B)| ≥ κ}, L(κ,B) = (a, a(κ,G)) ∩B.

Observe that L(κ,B) determines the "leftmost"set of measure κ in B and a(κ,B)

does not depend on the choice of a.

Lemma 2.5. Let A ⊂ B ⊂ (a, b) be Lebesgue measurable sets on the real line, and

let 0 < κ ≤ |A|. Then we have

|L(κ,B)△L(κ,A)| ≤ 2|B \A|.

Proof. Obviously, we have a ≤ a(κ,B) ≤ a(κ,A) ≤ b. Since |L(κ,B)| = |L(κ,B)|,
the sets

L(κ,B) \ L(κ,A) =
(
(a, a(κ,B)) ∩ (B \A)

)
,

L(κ,A) \ L(κ,B) =
(
(a(κ,B), a(κ,A)) ∩A

)
.

have the same measure. So, we get

|L(κ,B)△L(κ,A)| = 2
∣∣((a, a(κ,B)) ∩ (B \A)

)∣∣ ≤ 2|B \A|.

Lemma 2.6. Let (X,M, µ) be a non-atomic measure space and Gk be a �nite or

in�nite sequence of measurable sets in X. If a sequence of numbers ξk ≥ 0 satis�es∑
k ξk < ∞ and the condition

(2.2)
∑

j:µ(Gj)≤µ(Gk), Gj∩Gk ̸=∅

ξj ≤ µ(Gk), k = 1, 2, . . . ,

then there exist pairwise disjoint measurable sets G̃k ⊂ Gk such that

(2.3) µ(G̃k) = ξk, k = 1, 2, . . . .

Proof.Without loss of generality we can suppose that µ(Gk) is decreasing. Since the

measure space is non-atomic, we can also suppose that Gk are Lebesgue measurable

sets in R. We �rst assume that the sequence Gk, k = 1, 2, . . . , n, is �nite. We apply

backward induction. The existence of G̃n ⊂ Gn satisfying µ(G̃n) = ξn follows from

(2.2), since the latter implies ξn ≤ µ(Gn) and we have that the measure is non-

atomic. We de�ne G̃n to be the leftmost set in Gn, that is, G̃n = L(ξn, Gn). Suppose

by induction we have de�ned pairwise disjoint sets G̃k ⊂ Gk satisfying (2.3) for

l ≤ k ≤ n. From (2.2) it follows that

µ

(
Gl−1 \

n∪
k=l

G̃k

)
≥ µ(Gl−1)−

∑
l≤j≤n:Gj∩Gl−1 ̸=∅

µ(G̃j) ≥ ξl−1.
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Hence we can de�ne G̃l−1 = L(ξl−1, Gl−1 \
∪n

k=l G̃k). To proceed the general case

we apply the �nite case that we have proved. Then for each n we �nd a family of

pairwise disjoint sets G
(n)
k , k = 1, 2, . . . , n such that µ(G

(n)
k ) = ξk for 1 ≤ k ≤ n.

Applying Lemma 2.5 and analyzing once again the leftmost selection argument of the

tilde sets, one can observe that

µ(G
(n+1)
k △G

(n)
k ) ≤

n∑
j=k

µ(G
(n+1)
n+1 ∩G

(n)
j ) ≤ ξn+1.

So, we conclude that

µ(G
(m)
k △G

(n)
k ) ≤

m∑
k=n+1

ξk, m > n ≥ k.

The last inequality implies that for a �xed k the sequence I
G

(m)
k

converges in L1-norm

as m → ∞. Moreover, one can see that the limiting function is again an indicator

function of a set G̃k, and the sequence G̃k satis�es the conditions of the lemma. �

Lemma 2.7. Let (X,M, µ) be a non-atomic measure space, and let f ∈ Lr(X),

1 ≤ r < ∞, be a boundedly supported positive function. Then for any λ > 0 there

exists a measurable set Eλ ⊂ X such that

(2.4) µ(Eλ) . ∥f∥rr/λr, {x ∈ X : Mrf(x) > λ} ⊂ Eλ,

and the function

(2.5) g(x) = f(x) · IX\Eλ
(x) + λ · IEλ

(x)

satis�es the conditions:

g(x) ≤ λ a.e. on X, ⟨f⟩B,r . ⟨g⟩B∗,r whenever B ∈ B, B ̸⊂ Eλ.(2.6)

Proof. Applying Lemma 2.4 we �nd a sequence of pairwise disjoint maximal λ-

balls Bk satisfying (2.1). Thus, applying the density property (Lemma 2.2), one can

conclude that

(2.7) f(x) ≤ λ for a.a. x ∈ X \
∪
k

B∗
k .

Given Bk, we associate the family of balls

(2.8) Bk = {B ∈ B : B ∩B∗
k ̸= ∅, µ(B) > 2µ(B∗

k)}.

Observe that if one of these families, say Bk0 , is empty, then in view of conditions

B2) and B4), one can easily check that X ⊂ B∗∗
k0
. Then de�ning Eλ = X, the claim
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of the lemma will be satis�ed. Hence we can assume that each Bk is nonempty, and

so, there is a ball Gk ∈ Bk such that

(2.9) µ(Gk) ≤ 2 inf
B∈Bk

µ(B).

From λ-maximality of Bk and the inequality µ(Gk) > 2µ(B∗
k), we get B∗

k ⊂ G∗
k,

⟨f⟩G∗
k,r

≤ λ. This implies

(2.10)
1

λr

∫
G∗

k

fr ≤ µ(G∗
k) ≤ c · µ(Gk),

where c > 0 is an admissible constant. Denote

D1 = B∗
1 , Dk = B∗

k \ ∪1≤j≤k−1B
∗
j , k ≥ 2,

and consider the numerical sequence ξk = δ
λr

∫
Dk

fr, k = 1, 2, . . ., for some constant

δ > 0. Taking into account (2.10), for a small admissible constant δ > 0 we obtain∪
j:µ(Gj)≤µ(Gk), Gj∩Gk ̸=∅

ξj =
δ

λr

∪
j:µ(Gj)≤µ(Gk), Gj∩Gk ̸=∅

∫
Dj

fr

≤ δ

λr

∫
G∗

k

fr ≤ cδµ(Gk) ≤ µ(Gk),

which gives condition (2.2). Since our measure space in non-atomic, applying Lemma

2.6, we �nd pairwise disjoint subsets G̃k ⊂ Gk such that

(2.11) µ(G̃k) =
δ

λr

∫
Dk

fr, k = 1, 2, . . . .

The disjointness of the sets Dk implies

(2.12)
∑
k

µ(G̃k) =
δ

λr

∑
k

∫
Dk

fr . ∥f∥rr
λr

.

From the λ-maximality and disjointness property of Bk, we get

(2.13) µ

(∪
k

B∗∗
k

)
.
∑
k

µ (Bk) ≤
1

λr

∑
k

∫
Bk

fr ≤ ∥f∥rr
λr

.

Denote Eλ =
(∪

k G̃k

)∪
(
∪

k B
∗∗
k ). From (2.12) and (2.13) we get µ(Eλ) . ∥f∥rr/λr,

and (2.7) implies (2.6). Hence it remains to prove that the function g satis�es (2.6).

Take a ball B ∈ B with B ̸⊂ Eλ. First of all observe that for each Bk satisfying

B ∩B∗
k ̸= ∅ we have µ(B) > 2µ(B∗

k), since otherwise we would have B ⊂ B∗∗
k ⊂ Eλ,

which is not true. Thus, whenever B ∩ B∗
k ̸= ∅ we have B ∈ Bk, then we get

µ(Gk) ≤ 2µ(B), and so G̃k ⊂ Gk ⊂ B∗. Besides, from (2.7) and the de�nition of g it
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follows that f(x) ≤ g(x) a.e. on X \ ∪kB
∗
k . Hence, using (2.11) and the disjointness

of G̃k, we can write

⟨f⟩rB,r =
1

µ(B)

 ∫
B∩(∪kB∗

k)

fr +

∫
B\∪kB∗

k

fr

 ≤ 1

µ(B)

 ∑
k:B∗

k∩B ̸=∅

∫
B∩Dk

fr +

∫
B\∪kB∗

k

gr


≤ 1

µ(B)

 ∑
k:B∗

k∩B ̸=∅

∫
Dk

fr +

∫
B

gr

 =
1

µ(B)

 ∑
k:B∗

k∩B ̸=∅

λrµ(G̃k)

δ
+

∫
B

gr


=

1

δµ(B∗)

 ∑
k:B∗

k∩B ̸=∅

∫
G̃k

gr +

∫
B∗

gr

 . ⟨g⟩rB∗,r.

This implies (2.6). �

3. Proof of Theorem 1.1

Proof of Lp-boundedness. For any B ∈ S we have ⟨f⟩∗B,r ≤ Mrf(x) for all x ∈ B, and

therefore ⟨f⟩∗B,r ≤ ⟨Mrf⟩B,r, B ∈ B. Let EB be the disjoint portions of the sparse

collection of balls satisfying µ(EB) ≥ γ · µ(B). Also, suppose that r < p < ∞ and

q = p/(p− 1). Thus, for positive functions f ∈ Lp and g ∈ Lq(X), we can write∫
X

A∗
S,rf · gdµ ≤

∑
B∈S

⟨Mrf⟩B,r

∫
B

gdµ =
∑
B∈S

⟨Mrf⟩B,r · ⟨g⟩B,1 · µ(B)

≤ γ−1
∑
B∈S

⟨Mrf⟩B,r · (µ(EB))
1/p · ⟨g⟩B,1 · (µ(EB))

1/q

≤ γ−1

(∑
B∈S

⟨Mrf⟩pB,r · µ(EB)

)1/p

·

(∑
B∈S

⟨g⟩qB,1 · µ(EB)

)1/q

≤ γ−1∥Mr(Mrf)∥p∥M1(g)∥q . ∥Mrf∥p · ∥g∥q . ∥f∥p · ∥g∥q,

which completes the proof of Lp-boundedness. �

Proof of weak-Lr estimate. Without loss of generality, we can assume that our measure

space (X,M, µ) is non-atomic, since any measure space can be extended to a non-

atomic measure space by splitting the atoms as follows. Suppose A ⊂ M is the family

of atomic elements of the measure space (X,M, µ), that is, for any a ∈ A we have

µ(a) > 0 and there is no proper M-measurable set in a. We can suppose that each

atom is continuum and let (a,Ma, µa) be a a non-atomic measure space on a ∈ A such

that µa(a) = µ(a). Denote by M′ the σ-algebra on X generated by M and by all Ma,

a ∈ A. Let µ′ be an extension of µ such that µ′(E) = µa(E) for any Ma-measurable
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set E ⊂ a. Hence, (X,M′, µ′) provides a non-atomic extension of the measure space

(X,M, µ).

Now let f be a M-measurable function. The balls are M-measurable, and so they

can not contain an atom a partially. Thus, the left and right sides of inequality (1.3)

are not changed if we consider (X,M′, µ′) instead of the initial measure space. Hence,

we can suppose that (X,M, µ) is itself non-atomic. Applying Lemma 2.7, we �nd a

function g satisfying the conditions of the lemma. From (2.6) we get ⟨f⟩∗B,r ≤ ⟨g⟩∗B,r

for any B ∈ S with B ̸⊂ Eλ and hence, A∗
S,rf(x) ≤ A∗

S,rg(x), x ∈ X \Eλ. Therefore,

using the L2r bound of A∗
S,r, we obtain

µ{x ∈ X : A∗
S,rf(x) > λ} ≤ µ(Eλ) + µ{x ∈ X \ Eλ : A∗

S,rg(x) > λ}

. ∥f∥rr
λr

+
1

λ2r

∫
X\Eλ

|g|2r ≤ ∥f∥rr
λr

+
λr

λ2r

∫
X\Eλ

fr ≤ 2∥f∥rr
λr

.

This completes the proof of theorem 1.1. �
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